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d11 12 d1n

. . . dz1  dz2 d2n
Matrix of dimensionm Xn; A = (a;;) = .

dm1  dAm2 Amn

1. Particular matrices

Zero matrix:
Allits elements a;; =0

Square matrix of order n:
Number of lines = number of columns =n
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Diagonal matrix:

ajq 0 ves 0
0 ay 0
0 0 Amn
Identity matrix of order:
1 0 0
(0 1 0
I, = .
0 0 1
Upper triangular matrix:
dj;  aip Ain
0 ay dzn
0 0 Amn
Lower triangular matrix:
ai 0 0
dz1 dp2 0
Adm1  Am2 Admn
2. Matrix operations
Scalar multiplication:
ka11 ka12 b kaln
kA = ka21 ka:22 ka:Zn
ka,, kan, - kann

Sum of two matrices of the same dimension (m xn) A = (a;;) and B = (b;;)

a1 +b11 A+ by 0 Ayt by
A+B=| %2 + ba1  az + b A2n + ban
am1 + b31 A2 + bm2 o Qmn + bmn
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Multiplication of two matrices A and B of dimensions m x n and x p:

a1 0 ves 0
a21 a22 oo O bll b12 o bl] o blp
: : : b21 bzz bz' b2
AB = o . L=
aip aiz Qin : : :
: An1 Qp2 bnj bnp
Am1 Am2 QAmi1 Amn
€11 G2 0 Gyt Cyp
€21 C2 0 Gz ot Cpp
I |=C dimension m X
Cil CiZ Cij Cip ( p)
Am1  Am2 amj Cmp

with

n
Cij = ailblj + aizsz + ai3b3]- + -+ anlbn]' = Z aikbk]' (1 = 1,2, ,m,] =1,2, ,p)
k=1

WARNING: The product AB is only defined if the number of columns of matrix « A » is
equal to the number of lines of matrix « B ». Moreover, in general AB # BA.
Transposition (AT or A') :

The transpose of matrix A is obtained by replacing the lines of a matrix by its columns. If
the matrix A has dimensions m X n, the transpose AT, will have dimensions n X m.

T
a;qp Qg 0 Qqp a1 Q1 Oma
AT — az1  Qzp Ao _ [ Q2 Azt Ama
Am1 Amz2  ° Qmn Ain A2n " Qmn

Properties: Given A and B are two matrices and k a scalar

1. (A + B)T = AT + BT
2. (AT =A

3. (kA)T = kAT

4. (AB)T = BTAT

For all matrices A, the product AT A is a symmetrical square matrix and the elements of
its principal diagonal are not negative.
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Trace of a square matrix of order n, A = (a;; ) (written tr(A)):
Sum of the elements of the principal diagonal, i.e. tr(A) = a;; +a,; + -+ ayy
Properties:

1. tr(A + B) = tr(A) + tr(B)
2. tr(cA) = ctr(hd)

3. Row echelon form of a matrix

A matrix A = (aj; ) is called « row echelon » if the number of « 0 » preceding the first
non-zero element of a line increases line by line.

It is called « reduced row echelon form » if, in addition, the first non-zero element of a
line is equal to «1» and if, in the corresponding column (pivot column), all other
elements are « 0 ».

We can reduce a matrix to its row echelon form (or reduced row echelon form) by
carrying out elementary operations on its lines:

— Multiply one line by a non-zero scalar.

— Intervene or permutate 2 lines.

— Add « k » times another line to a line.

4. Rank of a matrix r(4)

The rank of a matrix A with dimensions m X n corresponds to the number of non-zero
lines of its reduced row echelon form. It is said that A is of « full rank » if r(A) = m

Note: The rank of a matrix gives the maximum number of linearly independent lines as
well as the maximum number of its linearly independent columns.

Properties:

1. If B can be obtained from A by successive applications of elementary operations on
its lines, thenr(A) = r(B)

2. (A" = r(A)

3. If the matrix product AB is defined, then r(AB) < min{r(A); r(B)}
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5. Inverse matrix

Given A a square matrix n X n. The inverse of A (written A™1), if it exists, is the matrix
that satisfies
AA™l = ATIA =1,

If the inverse of A exists, we can obtain it in the following manner:

1. Consider the augmented matrix

a;;  agg ain 1 O 0
2 (A = dy;  agy ayn 0 1 0
ayy apz t A@py, 0 0 - 1

3. Carry out the elementary operations on the lines of the augmented matrix until it
becomes (I : B). The matrix B is then the inverse of Ai.e. B = A™L.

Properties:

1. If Aisinvertible, then A — 1is also invertible and (A™1)"1 = A.

2. If Aisinvertible, then (A™)T = (AT)™!

3. If A and B are 2 invertible square matrices with the same dimensions, then their
product AB is also invertible and (AB) "= B~1A™1

Existence: A of dimension n X n is invertible if r(A) = n

6. Determinant (det(A) or |A|)

Given A a square matrix n X n.

a;7  aAp

Matrix 2 X 2 : |
dz1  dpp

| = d11d22 ~ 421312

Higher order: The determinant is equal to the sum of the products obtained by
multiplying the elements of whichever line (or a column) by their respective cofactors =
A;j = (—1)™I|M;;| where M;; (the minor) is the square sub-matrix (n — 1) x (n — 1)

obtained by suppressing the i" line and the jth column of A.

ThUS |A| = allAil + azzAiZ + -+ annAin.
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Properties :
1. If A hasaline (or column) of « 0 », then |A| = 0.

2. If A has 2 identical lines (or columns), then |A| = 0.
3. If Ais triangular, then |A| = product of its diagonal elements. In particular, |I,| = 1.

4. If B is obtained from A by multiplying one single line (column) by a scalar k, then
|B| = KIA[.

5. If B is obtained by permutation of 2 lines (or columns) of 4, then|B| = —|A].

6. If B is obtained from A by adding the multiple of a line (column) to another, then
|B| = |Al.

7. |AT| = |A|
8. If Aand B are 2 square matrices of the same dimension, then |AB| = |A]|B].

9. Aisinvertible if |A| # 0. We then say that the matrix is non-singular.

7. Conjugate transpose

Given A a square matrix of order n. The conjugate transpose of A (written adj(A4)) is
defined as the transpose of the matrix of cofactors of A i.e.

Ay A o Agg
_ (A Ax o A = 1) ML -
A = . : . : where Aj; = (—1) |M1]| (cofactor, see previous page)
Am1i Amz - Amn
If A is a square matrix such that|A| # 0, then 4 is invertible and A™! = iadj(A).

|Al

8. Positive-definite matrix

A matrix n X n symmetric A is said to be « positive definite » if the product XTAX > 0
for all vectors X (n X 1).
It is « positive semi-definite » if XTAX > 0 for all X.

A matrix n X n symmetric 4 is said to be « negative-definite » if the product XTAX < 0
for all vectors X (n X 1).
It is « negative semi-definite » if XTAX < 0 forall X.
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9. Linear equation systems as matrix equations

All systems of linear equations (m equations, n unknowns) :

311X1 + 312X2 + 313X3 + -+ alan = b1
a21X1 + 322X2 + 323X3 + -+ aznxn = b2

am1X1 + am2X2 + am3X3 + -+ aman - bm
Can be written as the matrix equation:
X1
di1 12 413t An /X \ by
coe 2
dzn

dmi1 4Am2 aAm3 *°° Amn x bm
n

| x3 [ = b:Z orsimplyasAX = B

Page 7 of 7



